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Index Terms—Multi-Agent System, Distributed System, Peer based on a Distributed Hash Table (DHT), which is a dic-
to Peer, Large-Scale, Command and Control tionary based approach to storing and retrieving inforamati

Abstract—The utility of Peer-to-Peer (P2P) systems extends The nodes in communications structured P2P systems can
far beyond traditional file sharing. This paper provides an pe |gcated through this process, thus making the network
overview of how P2P systems are capable of providing robust jicot 5 DHT, regardless of the data stored in the network
command and control for Distributed Multi-Agent Systems . ' . )
(DMASS). Specifically, this article presents the evolutiorof P2P We will therefore use the terms communications structured
architectures to date by discussing supporting technologs and P2P system and DHT interchangeably, as they differ only
applicability of each generation of P2P systems. It providea de- in application. Early structured overlays were flat, using a
tailed survey of fundamental design approaches found in maetn single layer of peers, however recent examination of these

large-scale P2P systems highlighting design consideratis for . . . . .
building and deploying scalable P2P applications. The sumy technologies has extended to include hierarchical foonati

includes unstructured P2P systems, content retrieval sysms, ©Of Structured overlays to increase scalability and flexipil
communications structured P2P systems, flat structured P2P This generation of P2P systems, both flat and hierarchigal, i
systems and finally Hierarchical Peer-to-Peer (HP2P) ovealys. the focus area of this document.
It concludes with a presentation of design tradeoffs and opqr- Whether hierarchical or flat, we envision the continued
tunities for future research into P2P overlay systems. pursuit of P2P systems as foundations for large-scale dis-
tributed application development. Generalized P2P agiidin
frameworks provide the necessary network foundations upon
which to pursue this goal. Much in the way that early routing
The first P2P systems were unstructured, or lacking discreigd network communications were decoupled to form large
organizational rules. They relied upon broadcast mech@isnetworks of heterogeneous applications, such as the bttern
to locate data items, and were characteristically bandwidhodern P2P systems are moving toward providing large-scale
intensive. These systems suffer from scalability constsai networking functions upon which to build generic systems.
although persistent efforts to improve their technology hahis (mostly) transparent layer provides a network Apjtiara
resulted in continued relevance. Systems such as Gnutgll@gramming Interface (API) for application software t@us
[1] and Freenet [2] continue to evolve, incorporating lowesind the scope, method, and purpose of those applications
network diameter, caching, and other techniques to improyge unbounded. This design decouples the implementation of
scalability and flexibility. communications from the application that uses it, allowing
Successive generations of P2P networks introduced metere flexibility and sustainability. Such P2P communicasio
structure to the system, initially focusing on content ag&, overlays can thus be interchanged with minimal effort to
and subsequently on node organization. Content structuggdvide differing capabilities to the application layer.
systems are concerned with the efficient representation and his paper examines P2P technologies as the organizational
retrieval of information, and provide structured protectd component in large-scale DMASs applications. A primary
identify and locate data items. These systems are ofteedcalirait of these Multi-Agent Systems (MASS) is the need for
libraries, and index data by unique key, subject area, @ganCommand and Control (C2). C2, in an electronic system,
queries. This technology serves as the reinforcing means jiecludes the methods used to organize and communicate with
unstructured systems to continue their life cycles, as a®ll nodes in a distributed system. The ability to conduct useful
leading into a more general class of P2P networks called PP is highly dependent on the structures and protocols used
structured overlays. to organize and maintain these systems. Inefficient routing
Structured overlay designs improve structured contemt stprotocols, for example, result in lower performance for ap-
age systems through a less drastic but important mutatigfication level C2. As a first step toward developing a large-
the nodes themselves are now uniquely identified, instegeale C2 capable P2P overlay, this paper examines current
of simply the data they store. The underlying structure igethods for organizing networks to establish reliable darg
scale communications using P2P systems.

The views expressed in this article are those of the authmatsla not reflect Section I presents a brief definition of C2. followed by
any official policy or position of the United States Air Ford@epartment of :

Defense, or the U.S. Government. This research is fundedhdAir Force three brief case studies to highlight sgveral .Of the kem
Research Laboratory (AFRL). necessary for large-scale C2. The discussion then intesduc

I. INTRODUCTION



P2P systems, followed by the survey taxonomy and analysis Electric Elves
criteria. The analysis begins with a discussion of the early ] ] ) o .
generations of P2P networks in Section VII, including un- The Electric Elves project [4] is an initiative to create ith

structured and content retrieval P2P systems. The focasodre @dvocates for the intentions of human members of an organi-
this document is the discussion of communications strecturZation. The Elves coordinate amongst each other to schedule
P2P systems beginning in Section IX, continuing with flat af@€€tings and presentations, order |unch, make and cancel
hierarchical structured P2P systems. This document cdaslu@PPointments, monitor project status, and provide infaiona

by listing design trade-offs and future work, followed by';\bout the person they represent (such as location or prefer-
concluding remarks in Section XIV. ence). The project is built upon a heterogeneous DMAS, where

each agent is capable of representing the interests and goal

[I. COMMAND AND CONTROL of an organizational member (whether human or otherwise).
Command refers to the ability to issue runtime orders tolais @ novel team-based system, combining adversarial and
subset of all nodes in a network. Specifically, it: cooperative strategies, that must adapt to changmg dosnar
« Provides the capability to assign tasks or missions to oA8d Whose members must constantly interact with other Elves
or more agents. to coordinate an optimal self-interested schedule.
« Schedules tasks to run in a manner that avoids contentionfhe project spans heterogeneous MASs, distributed coop-
and deadlock, and optimizes performance. erative and adversarial coordination, multi-objectivéiofza-
« Permits the allocation of resources. tion, adjustable autonomy, and human interaction. Thecasth
« Autonomously deconflicts resources at runtime, whicf Electric Elves intend their application to scale up tagtar
may involve distributed agreement. scale organizations, where the agents run continuously for

Command, in general, involves many of the same functioMéeks or months to optimize the daily schedules of its mem-
as are found in the coaliton formation problem [3]. Th&ers. Such an initiative accentuates the need for disatbut
coalition formation problem is considered tod&>-complete, C2. In particular, this project requires the schedulingasks,
and so building a large-scale solution requires new thigkifuntime allocation and deconfliction of resources (physita
about an old problem. this case), and monitoring the progress of tasks to ideatfity

The ability to control a set of agents involves capturinfgsolve conflicts.
their runtime state, and proactively and reactively resixomn
to changing conditions, to include the introduction of new
requirements or constraints. At its essence, controlsafer B. \jrtual Environments

« Monitoring the progress of tasks at runtime. _ . _
« Identifying and resolving runtime conflicts. Virtual Environments (VEs) [5] refer to systems in which

. Feeding updated system state into the task scheduler.actors interact with one another and the environment in the

Control solutions are built upon reliable and efficient comUrsuit of some set of goals. This evolving field is gaining
munications mechanisms, and are intended to maximize efiomentum in many application areas, including large-scale
ciency of the runtime system by discovering and correctirf!line gaming, education, design in the engineering intasst
runtime difficulties. The combination of efficient and rélia  intéractive communications, and many others [6]. In many

network structures and communications mechanisms creaiég§narios, humans enter into a VE to consume or provide
an environment in which this can succeed. services to other actors and the environment. The othersacto

This discussion is not intended to fully explore the problefiay themselves be representations of humans or of software
and idea spaces of achieving large-scale C2. Rather, itista fPf hardware agents. The agents serve many purposes, to
step toward building a solid foundation on which to construéclude providing fundamental services for the users of the
a working distributed C2 system. P2P systems may proviggvironment. The agents must coordinate with each other to
the necessary scale and affordability for extending DMA&chieve varying goals, and the environment information for
research, even though they lack in certain key areas (§&h agent may be incomplete. In particular, online games
Section XIII). We will discuss our motivations and analyhe t May involve many thousands of agents who dynamically form
suitability of various P2P overlay approaches as the dions t€ams to interact with players in different parts of the VE.
continues, and conclude with a more concise summary of ourThese environments provide a challenging domain in which

findings in Section XIV. agents must operate, and highlight the need for a comprehen-
sive C2 strategy. Agents in a VE must coordinate in real-time
I1l. DMAS CASE STUDIES to form adversarial or cooperative teams and coordinate and

Of the many applications of DMASSs, we have chosen threghedule services. The introduction of human actors eate
that serve to motivate the need for a comprehensive C2 poleymyriad of unknown scenarios to which the agents must
framework. These applications rely on scalable, flexibiel arespond. In terms of C2, VEs provide a compelling oppor-
reliable communications mechanisms. We believe that PaRity: these systems may be centralized, decentralized, o
architectures will meet these requirements. These popet dynamically choose the better alternative for a given séena
not meant to enumerate all scenarios in which C2 is necess&ych heterogeneity requires a robust and well designed C2
but only to provide through example a basic understanding afchitecture to respond to the evolving landscapes found in
why a scalable C2 strategy is necessary. VEs.



C. Network Routing Large-scale systems refer to those that support several hun

One of the earlier applications for DMASs is modifyingdred thousand or more simultaneous nodes. Such systems are
network routes to reduce bottlenecks tied to increaseficiaf " US€ toQay.by_corporations, the miIitary, criminallelem&;en
hardware or software failures [7]. These systems use nésNongea,‘rCh |nst|_tut|ons, and others. Each f|¢|d of applmat_lms
of agents to monitor network traffic conditions at key po,intg'ﬁe,”ng, requwements, and short of creatmg new techgiels,
and modify the routes in realtime to correct problems plication designers must choose an existing approach (or

provide differing levels of service. The agents must cauath combination of approaches) to fulfill their requirementhisT
these actions so as to avoid liveldckhe agents must coor- SETVES 8S the motivation for our discussion of the curredybo
dinate their efforts to maximize overall system perforrmancOf research into PZP overlay technologies.

which can be challenging in high traffic situations, where th

communications between agents may be delayed. A. Peer-to-Peer Networks

This application requires a great deal of cooperative tegmi  This analysis examines the use of P2P networks to ac-
to maximize system efficiency. Due to traffic conditions, thgomplish distributed C2. Systems based on hierarchical or
agents must communicate with a robust language, and @§@nt/server paradigms fail immediately due to lack oflaea
a reliable communications framework. The agents perfomiity, and are omitted from this presentation. Althoughahu
realtime monitoring of the system, and must cooperativepf the related work presented here refers to P2P systems, the
schedule the use of resources. In addition, this app”natigrotocob themselves are functional on HP2P systems.
requires a suitable security strategy, and poor decisiomg m A P2P network is one in which nodes interconnect to each
have a noticeable impact to many users. other, typically with out-degree greater than one. This msea

Independently, these applications define the need forspecihat a node may connect to multiple other nodes. There is
and challenging capabilities in distributed systems. H@te no distinction between service and client nodes. Rathefesio
collectively, they define a subset of the principles of C2y Keare considered equal, and any of them may provide services

among the current and emerging requirements for such apgd-the network, to include routing services. An example P2P
cations is scalability. P2P overlays provide the scalabl®-c network is shown in Figure 1

munications needed. P2P overlays do not currently proviee t
explicit control semantics to employ coalition formatidask
allocation and scheduling, or resource distribution atbors

in support of these applications as they increase in scale an
complexity. While this genericity provides flexibility, its
necessary to consider the set of C2 principles that builcdhupo
large-scale P2P overlays to construct more sophisticatdd a
feature rich applications.

IV. L ARGE SCALE PEER-TO-PEER COMMUNICATIONS
OVERLAYS

A _Commumcat'ons Overlay 1S the_ Se_t of protocols rsmgig. 1. Anexample P2P network with eight nodes. The arropsesent a set
algorithms necessary to build and maintain a topology 0B80dof transactions at a given time, but the links are considads bidirectional.

in such a way as to guarantee a set of performance parameters.

This model can then be used as a basis for communicationg\ HP2P architecture, as shown in Figure 2, places additional
by applications. In the context of existing P2P technolsgieorganizational constraints on a P2P network — it segments
these overlay structures describe the formation of nodes imodes into clusters (groups). Each cluster is a smaller P2P
a system of peers capable of identifying and locating rematetwork itself, connected to the rest of the network through
nodes without foreknowledge of their exact location or evesne or more super peers. Super peers act as routing hubs, and
their existence. Such a consideration is necessary in mamgvide convenient points for additional application spec
systems where the scale of the system is large enoughptocessing. Groups of super peers can be connected to create
preclude the possibility of global knowledge. First getiera clusters of (super) peers, to which a subset are promoted to
systems solved this problem by query broadcast, but tliggher level super peers. This layered (hierarchical)cstme
solution failed to scale. Newer systems have developed masn be applied repeatedly to achieve design goals [8], [9].
advanced techniques for locating remote nodes, and thy util

of such. systems has prought gbout the emergence of B2Psmall World

networking to the domain of mainstream applications.

Stanley Milgram’s small-world phenomenon [11] is based
ILivelock in a dynamic routing management system can occtenwne 0N the SO(_”OIOg'CaI observation _that most people can be
agent modifies a route to redirect traffic to another sectibthe network. creatively linked by a short chain of acquaintances. Early
If the agent res_pon5|ble for the targeted portion of _the Ddtws unaware experiments demonstrated that letters could be routed to
of the change, it may reverse the effect by redirecting trdffick through bi desti . b i h h the hands ofiki
the previous route. This process can occur very quickly witfiware agents, arbitrary eSt.mat'ons y. tr.ave Ing through the hands ) I
thus leading to a deadlock of live nodes. volunteers, with the restriction that each person alongltaén



An unstructured P2P topology is one in which node and data
locations are not enforced. Nodes are free to join the nétwor
based on an unrestrictive set of rules. This design is useful
situations where the frequency of nodes joining and leaving
the network is high. However, searching generally consibts
flooding the network, which does not scale well. In general,
pure flooding approaches do not assign unique identifiers to
nodes. This greatly complicates attempts to provide rgutin
protocols in unstructured networks. These networks tend to
be more focused on content storage and retrieval rather than
providing a communications substrate for large scale syste
Unstructured systems such as Gnutella [19], Freenet [2], an
BitTorrenf [20], are still in use and provide a unique set
of properties useful for content distribution. Howeveristh
study focuses on structured systems to provide solutions to
large scale multi-agent application requirements, andy onl
iscusses the properties of unstructured systems as a means

comparing or unique ideas.

The qualitative measures of a model’s topology are given

Fig. 2.  An example two-layer HP2P network [10]. Each of the fiirtual
nodes in the network is a separate P2P network, connectesidoguper peers
to other virtual nodes. As in a simple P2P system, each péestéc) is able
to connect to other peers (clusters).

was already on a first-name basis with the next individualgth
preventing ambitious individuals from traveling cross ey
to reach the destination). This result and the idea of thdlsm
world phenomenon was applied to computer networking
John Kleinberg [12]. It has continued to serve as inspimatio
to many P2P networking protocols, by authors’ recognition ; L
that digital messages could be likewise transmitted batwedy ©ne of the following three definitions:
members of a computer network without requiring extensive, Strongly Structured - The topology of the network is
network planning or global view of the network. This is a  rigidly enforced, and is inherently inflexible. This is an
founding principle of P2P design, and many of the approaches yndesirable trait for a high churn network, as maintenance
here employ this idea in their designs and discussions. actions dominate processing and bandwidth consumption.
o Structured - An approach which requires nodes in a
network to be identified and ordered in a manner that is
consistent with query protocols. This topology has weaker

V. A TAXONOMY OF COMMAND AND CONTROL
PRINCIPLES INLARGE-SCALE MULTI-AGENT SYSTEMS

This taxonomy is adapted from the work of Cao [13] and
Dudek [14] who analyzed the characteristics of multi-robot
systems. In addition, this paper builds on the work of Lua, et
al. [15], who provide an early survey of P2P structured and .
unstructured systems. We extend their work to include more
recent developments in the field of P2P overlays with a focus
on application to large-scale C2.

Note that the characteristic of differentiation is not ddns

ered here (homogeneous versus heterogeneous systenss). Ttln

is because the systems described are used to generateC

maintain overlay networks, on top of which a given applicati 0

may reside. In particular, systems such as Pastry [16] aﬂ%f(

Tapestry [17] have a built-in API to provide explicit suppor
for applications. These applications use the P2P systemaé
a middleware to provide replication, networking, data ager,
etc. The P2P system is independent of the application resid
on it, and therefore the system differentiation is instead a
property of the application rather than the P2P system.

requirements than a strongly structured overlay, and typ-
ically requires only that keys for nodes be uniformly
distributed across the network.

Loosely Structured - Requires that nodes be identified
uniquely in the network, but few, if any, other constraints
are imposed. This increases flexibility for nodes joining
the network, at the expense of higher maintenance costs.

.arge-scale systems are generally expected to have a high
§n rate [21]. Strongly structured systems offer the biene
more strictly assigned node locations, but at the expehse
ibility. More loosely structured solutions exploit thpoly-
morphic nature to adapt to changing network conditions, but
éhe expense of higher maintenance costs. Table | intesduc
the overlay networks discussed in this paper, categorized b
fheir topological strictness.

TABLE |

STRUCTUREDOVERLAY TOPOLOGIESBY ORGANIZATION RIGIDITY

A. Topology |

It is necessary to distinguish between two classes of P

networks: structured versus unstructured. Structured ie2P
works enforce a rigid set of rules on the topology and locatio

Structure | Overlay Approaches |
bptrongly Structured| Koorde
Structured Accordion, Bamboo, Butterfly, CAN, DKS

Mercury, Pastry, P-Grid, SkipNet, Tapestry,
Viceroy

of nodes and perhaps data in the system. The advantage of]|tHigesely Structured

Chord, Freenet, Kademlia, Kelips, One-Hop,
Symphony, Two-Hop

design is that it provides more efficient routing. Unforttetg
structured networks may lack resilience in networks where
nodes are transient [18]. It is possible to loosen the looati

constraints — rather than enforcing absolute structure, th

system can provide "hints” about where nodes and data 3o

placed.

2Arguments persist about the true nature of BitTorrent'sotogy. For the
oses of this document, we consider BitTorrent to be abawation of
structured and unstructured ideas.



B. Routing Geometry O(logN) optimal path length, wheré/ is the total number

Many of the innovative ideas that separate the approactésnodes in the system. When considering different overlay
to P2P communications lie in the method of building route¥rategies, it is important to examine this measure in the
between nodes. The routing methods are delineated by fi<text of the other features an overlay provides. For ex@mp
geometry formed by combining the node addressing with tiédemlia support<)(logV) path length, but does so even
routing scheme for each overlay. Many of these approacHBs€nvironments w!th h_|gh rates of hardware and software
can then be visualized as a fundamental computer scienae datures, or those with high churn rate. The One-Hop proltoco
structure. This is a convenient metric for describing aeaysg  SUPPOrtsO(1) path lengths, but at the expense of maintaining
function, and for analyzing its performance [18], [22]. O(N) neighbors. A low path length is desirable for per-

aformance reasons, but achieving high performance typicall

Hypercube - A geometric structure, derived from a. o ther feat 38
square, with dimension (typically) greater than twg!curs @ Compromise in one or more other tea ures [38].

These structures are used to represent planes in which
segments of a P2P network reside. For example, routing Node Memory

may rely upon a Cartesian _coo_rdmate system, whereA primary tradeoff space in large scale P2P systems is the
moving from source to destination can be wsuahzegl

ina betw drants al | i th ompromise between query path length and the amount of
as moving between quadrants along planes in the H’emory used at each node. These two attributes are generally
dimensional node identifier space.

Ri A circul truct d to st f inversely proportional, and the methods of compromise, and
Ing - A circurar structure used 1o store reterences tfﬁeir applications, form a primary differentiating facfor the

nodes in neighbor or routing tables. Finding the next hqgchniques discussed in this paper
in the route usually involves finding the nearest identifier Note that Table Il includes range's for the query path length

m_the fing using a similarity measure (such as mo.d%é)nd node memory for several overlays. This indicates that th
arithmetic). References around the ring generally divide : . .
proach either has several different techniques to ctomse

. o . a
the identifier space evenly to provide best "guesses” abeLR : . . o

. . . ased on design considerations, or autonomously varies its
which direction to choose.

Skip List - Arrays of linked lists that point to nodes in thestrategy based on runtime parameters.

network node identifier space based on level. The nearest
level nodes are close in the identifier space, whereBs Node Addressing

higher (or semantically lower) level nodes point further Addressing refers to the assignment of an identifier to each
into the identifier space. Choosing a level for the next) e in a system. In most systems, the address of each node
J:ump_generally depends on the distance to the deStmaﬂ@nunique. However, some systems assign nodes randomly,
identifier. _ whereas others use a distributed algorithm to ensure unique
Butterfly - A network of log N stages, whereV is the oo and other properties. The addressing directly support
pumber of ngges,'n the netwo_rk, and nodes at staggpe algorithms used to locate nodes in the network. Note that
interpret the:™ bit of the routing address to choosgy, gt systems use a form of hashed addressing for identifying
the routing node in the next stage. This differs from g, ent [39], and this subject it outside of the scope of our

standard search tree in that nodes each have two inboyfdssjon. For that reason, we consider only requirenfents
and two outbound links, and a butterfly network generally, 4o addressing here

does not have a single root node.

Linear - Neighbors and next hop routing nodes are stored
in a linear structure, such as an array.

Tree - Refers to a standard tree data structure. The
branching factor or node outdegree (logarithmic base) is
specified where appropriate.

Adaptive Linear - An improvement on flat linear routing
introduced by Freenet [2] in which key nearness is used
as an initial attempt to locate content. Upon successful®
queries, the involved nodes record the key and destination
node information about the query for later transactions.
de Bruijn Graph - A directed graph whose nodes are
addressed by ordered proper prefix. The graph iffas
vertices, wheré is the address base, andis the width

of the address.

« Consistent Hashing- Creates unique addresses based
on the hash value of one or more properties of the node.
These properties generally include host name or IP ad-
dress, as well as a salt. This is a distributed algorithm that
all nodes in the system follow to generate addresses that
ensure some global property, such as uniform distribution
of addresses.

Uniformly Distributed - The property of node identi-
fiers being distributed across the network according to a
uniform random distribution. Routing algorithms use this
property to ensure that each node’s routing table has a di-
verse sampling of the identifier subspaces that exist in the
overall identifier space, which is useful for choosing the
next hop in a route without full knowledge of the network.
Uniform distribution is a property, whereas consistent
hashing is a mechanism to ensure that property. Systems

C. Query Path Length that identify consistent hashing as part of the protocol are

A critical feature of all overlay protocols is the expected considered to have stronger semantics, although requiring
number of hops to route a message from source to destination. only uniform distribution of identifiers is more flexible (it
Basic analysis shows that most overlay structures achieve permits the use of different algorithms).



TABLE Il
LARGE-SCALE P2P MULTI-AGENT SYSTEM STRUCTUREDOVERLAY CHARACTERISTICS

Name Routing Geometry Query Path Length Node Memory Addregss Scalability  Bandwidth
Accordion [23] Ring O(1) - O(logN) O(1) - O(logN) Consistent Hashing High Low
Bamboo [24] Ring O(logN) O(logN) Uniformly Distributed High Low
Butterfly [25] Butterfly O(logN) O(log?N) Uniformly Distributed High Low
CAN [26] Hypercube O(dVY/'N) O(2d) Cartesian Zones High Moderate
Chord [27] Ring O(logN) O(logN) Consistent Hashing High Low
DKS [28] Tree O(log,,N) O(logN) Unique Low Low
Kademlia [29] Tree O(logN) o((2b — 1)logy, N) Uniformly Distributed High Low
Kelips [30] Linear O(1) O(VN) Consistent Hashing Moderate Moderate
Koorde [31] de Bruijn O(logN/loglogN) - O(logN) O(1) - O(logN) Consistent Hashing Low High
Mercury [32] Ring O(log?N/k) O(logN) Uniform Random Sampling Moderate Moderate
One-Hop [33] Linear o) O(N) Unique Low High
P-Grid [34] Tree O(logN) O(logD) Uniformly Distributed Moderate Moderate
Pastry [16] Ring O(logN) O(logN) Uniformly Distributed High Low
SkipNet [35] Skip List O(logN) O(logN) Skip Lists Moderate High
Symphony [36] Ring O(% log2N) O(2k + 2) Uniformly Distributed High Low
Tapestry [17] Ring O(logN) O(logN) Uniformly Distributed High Low
Two-Hop [33] Linear O(1) O(N/k) Unique Moderate Moderate
Viceroy [37] Ring & Butterfly O(logN) O(logN) Consistent Hashing High Low

« Pseudo-Random/Signature - Node identifiers are Isoefficiency [41] is defined as the rate at which the problem
pseudo-random, each generated using an independ@né must increase with respect to the number of processing
random number generator. This salt is combined wiglements to keep the efficiency fixed. Here, we will use the
other elements of the node’s properties to generateteam scalability to refer to an adaptation of isoefficienthe
(hopefully) unique identifier for that node. rate at which efficiency decreases as the size of the network

« Cartesian Zones- Nodes are identified by Cartesian coincreases. For the purposes of C2, the efficiency of node
ordinates, and separated into zones in a multi-dimensiomigcovery and single and group messaging is considered. In
Cartesian coordinate space. Routing generally takes plaailition, the amount of memory storage per node is included
by identifying the source and destination coordinates, aind this analysis. Most systems discussed use an amount of
routing from zone to zone along a line connecting the twmemory per node that is logarithmic in the number of nodes
end points. in the system. We explicitly describe cases where memory

« Ordered Proper Prefix - A method of addressing usedusage is unique or otherwise differs notably from comparabl
to support deterministic routing of messages. Each noderms.
is assigned a unique identifier within a fixed width space. Scalability is qualitatively described here as High, Medju
The nodes are connected to each other in such as way tad Low, where High scalability refers to systems that are
moving from node to node follows an ordered prefix ofmost resilient to increases in size. As a goal of this paper,
the final destination node’s identifier. This is similar tave desire highly scalable architectures upon which apgdica
how search is conducted in a trie [40]. level solutions can be developed.

« Skip List - An approach that divides nodes into routing , Highly Scalable - The amount of work necessary to
zones based on the levels used in skip lists. Each node manage and use the system increases linearly (or better)
is uniquely identified, and stored in one or more skip  \ith the size of the system.

subspaces, and are used to expedite routing queries. the system increases in a small but non-linear fashion
« Unique - A loose constraint, requiring only that nodes in (with a positive acceleration) with respect to the size
a system are identified uniquely. of the system. These approaches support systems up to

a point, but fail on medium sized networks (tens of
F. Scalability thousands of nodes, for examplg). .
o Poorly Scalable- The system fails to function beyond
Large-scale systems are those that may reach or exceed tens or hundreds of nodes. This failure can manifest itself
several hundred thousand to a million nodes. This size re- s |ost packets, misunderstood communications as a result
quirement inflicts a toll on both the topology design as well  of high latency, or failure of one or more nodes due to

as C2 techniques used to interface with the agents. It may |arge amounts of bandwidth or number of connections
be reasonable to employ a supervised cooperation design jmposed upon them.

at the level of a single cluster in a HP2P network, where

the super peer is responsible for coordinating its cluster’ i .

agents. However, a more resilient and scalable solutioridvo®: Bandwidth Consumption

be necessary to support the C2 of the cluster super peer§he amount of bandwidth available to a multi-agent system
themselves. Therefore, we generally desire a decentdalize generally far greater than for a system of robots, but the
command approach over a supervised strategy. use of that bandwidth can still incur a cost to the functignin



of the system and its missions. C2 strategies must thereftaonomy, and how they impact the properties of a large-
be careful to ensure no unnecessary bandwidth is consumethle P2P system. The discussion is structured in parallel t
as it can have a significant impact in a large-scale systethe stages of P2P evolution presented above, beginning with
Many of the P2P strategies considered here sacrifice battdwidn introduction to message broadcast in unstructured-large
consumption to achieve better message routing constraistsle P2P systems. Although the focus of this discussion is
(and some vice versa). Bandwidth will be described as Higtihe technology behind structured P2P systems, it is inbiric
Medium, and Low, with High bandwidth systems requiringo first briefly introduce the founding ideas and techniques
the most bandwidth for search or maintenance activitiest Laused to build the first popular unstructured P2P systems. In
bandwidth systems are most desirable, but must be condidegparticular, many of the problems found in early systems are
alongside search efficiency. cleverly solved in the design phase of subsequent systerds, a
This metric is, in general, related to scalability. Howevemany of the early solutions are retained and applied to amil
while it is true that scalable solutions tend to have low bangroblems in later systems.
width consumption for maintenance functions, it is not nec-
essarily true that poorly scalable solutions use large atsou VI
of bandwidth. The distinction lies primarily in the topoipg
organization. Therefore, we present this metric to helfirdis A defining feature of the first generation of large-scale P2P
guish the reasons for scalability, and as an additional smiedretworks is the method of broadcast. Systems such as Gautell
for evaluating scalable solutions. We prefer low bandwidf3] use a full (one-to-all) broadcast at each step of a messag
consumption, even though it may need to be compromisg@dery, whereas nodes in a Freenet [2] network select only a
to gain stronger guarantees on routing complexity. It mapbset of neighbors to which to send message queries. One
therefore be necessary to accept a medium bandwidth systégsult of the research efforts for the first generation of P2P
although very rarely will a high bandwidth system be justifieSystems is the need for efficient and duplicate free broadcas
for a large scale system. A primary difficulty is that P2P networks can become large

« High - The system uses large amounts of bandwidth &poughthat maintaining a global view of the network becomes
maintain and organize its structure impossible due to limited system resources. Nodes in these

« Medium - A qualitatively modest amount of bandwidthnetw_orks may have Iittle_or no information about the rc_)Ies or
[ggations of other nodes in the network, yet they may stiéiche

to communicate. It is therefore necessary to develop rgutin
Rrotocols for large-scale P2P networks that permit onerte-

and one-to-many communications.

Perhaps the most obvious approach to message broadcast

for P2P networks is the flood-fill algorithm. Message flooding

H. Reconfigurability involves a node sending a query to all of its neighbors, who

Deployed P2P networks tend to have a high churn rate [421 turn send to all of their neighbors, repeating until all
where agents may join and part unexpectedly, and with higledes have (hopefully) been queried. This system is ineffici
frequency. A high churn rate is a result of events such asusgfeating many duplicate messages, requiring a duplicaitm
turning off their machines unexpectedly, unreliable cominu ©f about 80% to achieve a 90% success rate [43]. Still, some
cations links, etc. Large-scale C2 systems must therefere YStems such as Gnutella [44], [45] have gained popularity
resilient to the loss of productive agents and must be able@4en while using this approach.
restructure task allocations to ensure mission progress. An improvement to the basic flooding protocol is the Mod-

As relates to distributed C2, the group architecture, wieate ified Breadth First Search (MBFS) [46], a gossip algorithm
its form, must support efficient search and broadcast. THfs]- This is a slight improvement over blind flooding, and
is most commonly observed in agent systems organized i#t8€S & probabilistic approach. When a node receives a query,
structured or loosely structured topologies. Reconfigilipgb rather than forwarding it to all of its neighbors (assuming i
directly affects, and is affected by, the properties neargsto  does not have the information locally), it sends the message
maintain a system’s routing and search complexities. Trnis 9Nly to a randomly chosen portion of its neighbors. While
turn affects the level of bandwidth consumption for maintdhis reduces total network traffic for a given search, it i st
nance activities. Reconfigurability is also, in generaledily probabilistic and provides no guarantees that all noddsbwil
related to bandwidth consumption and strictness of topologdisited, or of duplication constraints. A slight improventéo
As it impacts and is affected by many other properties, akde MBFS is the Random Walk [48]. This approach chooses

is a derived metric, reconfigurability is omitted from Tatile &t MOStK neighbors at each hop, but incorporates a Time To
and instead is discussed inline, where appropriate. Live (TTL) parameter. This introduces the constraint thiat a

most K « T'T'L messages will be sent to the system, but does
not guarantee that a message will reach all nodes.
A further refinement of the flooding approach is called
The following sections discuss the available structureB PEfa [49]. In this approach, each node maintains information
and HP2P overlay protocols currently available. The emighaabout its neighbors up to several (two) hops away. The
is on distinguishing the unique approaches of the abovegdesalgorithm then employs several set operations to determine

. UNSTRUCTUREDPEER-TO-PEER SYSTEMS

is necessary to operate the network routing and supp
structures.

« Low - Given the properties of the system, little bandwidt
is used to maintain its structure.

V1. PEER-TO-PEER COMMUNICATIONS CHARACTERISTICS



possible overlapping lines of communication that mightwcc Search is conducted based on the hash values of content
in a broadcast to any of its neighbors. While this approaeimd description strings, and follows semantics similar to
achieves improvement over the standard message broadcEsthsmission Control Protocol (TCP). Each search reqgest i
the core of its design relies upon a heuristic decision engisent to the neighbor node with nearest key, specifying TTd. an
that "anticipates” the actions of other nodes, without allju a (pseudo) unique identifer for the message. If the message i
establishing a coordination agreement ahead of time. | tfiound before the TTL expires, then the file is returned, and
respect, the algorithm must guess if another node will sendhe source node’s routing table is updated with the destimat
message forward, and that other node is likewise anticigatinode’s information. This is another method in which Freenet
about the first node. There exists no determinism or guagangalapts itself to the changing landscape of the identifiecespa
of delivery to all nodes. high quality neighbors are remembered for later transastio
CAP [50] takes a step toward solving this broadcast probleim addition, nodes do not have a specific addressing scheme.
by incorporating several structural rules, and extends thestead, nodes are known for the content they provide.
Gnutella protocol to incorporate locality sensitive chrgtg. The hybrid approach of BitTorrent [20], [32] incorporates
The idea is that nodes that share lower common latency aresezurity and fairness into its file sharing protocol. BitEort
be matched and organized into clusters, so as to minimiadopts some elements of Napster's sharing model: it builds a
overall search times. The organization is performed by separate unstructured P2P network for each data item being
centralized cluster server that is responsible for matghishared, but stores information about which nodes are partic
nodes to clusters, extending the idea of early Napster [5djting in that torrent network in one or more repositoridssT
implementations. In creating clusters, the authors assilgl reduces the total size of its networks, resulting in impbve
tional responsibilities to certain nodes in each clustelling performance. Unlike Napster, BitTorrent tracker files, ethi
them delegate nodes. These delegate nodes are later naraedrd information about a particular sharing network, ban
super peers or super nodes, and appear in the popular fitssted anywhere (such as on websites), and do not require
sharing system KaZaa [52]. a single centralized server. In addition, BitTorrent pdms
SCAMP [53] incorporates a membership service into umemarkable robustness. Earlier file sharing protocolsesed
structured P2P systems. It provides nodes with a partial viérom data integrity issues: a malicious user could announce
of the network using a probabilistic subscription protocolts possession of a particular file, and instead provide lgoor
Broadcast is handled by each node forwarding a messagdaimed blocks of data in its place. Through the replicatién o
log N + ¢ of its neighbors, wheréV is the number of nodes data across a P2P file sharing network, this would eventually
in the network, and: is a small constant. This establishes aontaminate a high percentage of downloads of that file.
high probability (¢=¢) of all nodes in the system receivingBitTorrent addresses this problem by assigning checksoms t
the message. each block and the file as a whole, allowing peers to identify
BAR [54] extends the gossip based broadcast mechanisnptmrly formed blocks.
include a deterministic routing function. Instead of usimgb-
abilistic neighbor selection in message forwarding, BARsus VIII. CONTENT STRUCTURED INFORMATION STORAGE
a pseudo-random number generator combined with unique SYSTEMS
signatures to choose neighbors. This scheme also provide$he second generation of P2P systems is built around the
rudimentary security through Public Key Infrastructur&K(P ability to store a library of information across a network.
encryption. This data set consists of elements that are identifiable by a
Freenet [2] acts as an anonymous distributed file systamique key. Search in such systems is concerned with lagatin
by sharing the persistent storage mechanisms of its useagarticular data element given a query which consists of the
machines. It is a hybrid approach in that it uses floodirkey itself, or in resolving one or more "clues” (range qusrie
to locate data items, however it does optimize searches diybject area, etc) to a small set of data. Unlike previous P2P
replicating popular data along frequently searched pdaiss, systems, which relied upon searches for files by filename or
Freenet could be considered either unstructured or conteethaps a short subject description, content retrievaksys
structured. rely on more sophisticated data representation modelsseThe
In the Freenet protocol, each file is given multiple hashedodels are most often adapted from database theory, and are
keys, used to locate and asymmetrically encrypt the files Thautside the scope of this paper.
encryption is the source of Freenet’s anonymity: due to theThese approaches use both flat and hierarchical P2P systems
difficulty of examining the raw data, each user in the systeas a means to store information. A key, although subtle,
can maintain plausible deniability about the documentadpeidistinction between these systems and those in the nexbsect
stored locally. Freenet makes extensive use of cachingnWhsg that content structured systems modify network strectar
a file is retrieved from a remote node, a copy of that filerganize the content stored by nodes, whereas communisatio
is then stored on the local machine, as well as at the nodssictured systems do not impose constraints on the datsto
along the route between the source and destination nod®gnodes, but rather emphasize the efficiency of locatingsod
This replication then improves the performance of queries fin the network. More generally, content overlays search for
commonly sought files. It will also remove all files that theontent, whereas communications overlays search for nodes
network considers uninteresting due to attrition: storaggas  An early use of P2P systems is to represent digital libraries
become filled, and least recently used data is purged. and to build search mechanisms for locating content in these



systems. An inherent problem in such systems is the differin Queries
semantics and organizational structures used to reprasent
index the heterogeneous data sets stored in large digital “25” [ @ © © © Q-]
libraries [55]. To this end, many techniques borrowed from / — == !

database theory are applied to distributed systems. licpart ' [Z 1~
ular, content similarity, data representation, resoussging
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Key Interals
and selection, and query semantics are discussed thogoughl el /]>o (2] 9‘0 (4] @F/\
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in this body of research [56]. Lu and Callan [57], [58] ex@or
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this topic very well, anq use their acquired knowledge to S G‘ ‘ mﬁ |,
develop robust and sophisticated content search networks f level 2 L1 Q O

large-scale federated search in P2P systems. Their effats

formally based on language models and data representation,
An example P-Grid tree structure [34]. This tree bolight data

and provide insight into the different methods for storiragad
of various classifications. Data items

: : ig. 3.
Zhang et al. [59] observe that the uninformative Searé-;rlepms, shown in the bottom level. Searches begin from theld@wpl, and

strategies of unstructured P2P systems perform poorly {@bgress downward, with one bit resolved at each level. Baci and cross-
even simple queries_ To this end, they introduce a topologyel links are maintained to reduce search time for logatiistant (key-wise)

reorganization that attempts to group context-similaradata® items.

elements. They later extend this idea to include a multi-

level hierarchical structure that groups agents into Evels semantically randofn HES incorporates multiple content
and again by groups, by content similarity. Their seardfiorage and retrieval algorithms into a single agent siract
algorithms improve greatly on basic flooding approaches lyd uses a probabilistic, rather than deterministic, itlyorto
assuming a cooperative system. In such an environmentisagehoose a search technique to satisfy inbound search request
cooperate to forward search queries intelligently based ®he exact probabilistic module selector algorithm is ftsel
content organization rules. Much in the way a HP2P systeifiterchangeable, and hinges upon either a learning afgorit
operates, they introduce the ideas of super nodes and pgetlatabase language analysis of incoming queries to aimi
nodes (group mediators and group processors, respegtivelyntime algorithm selection.

with super peers absorbing much of the decision making

and management functions, while peer nodes are primarily!X. COMMUNICATIONS STRUCTURED PEER-TO-PEER
concerned with responding to query requests [60], [61]. SYSTEMS

Evolving out of the content retrieval systems is the more

P-Grid [34], [62] (Peer-Grid) is a hybrid content Storaggeneric ability to locate nodes by key, rather than the data
and retrieval overlay that uses a virtual balanced tree)(trthey store. This initial leap was a small one, although moder
to maintain a searchable structure of data items identified Bystems have proven to be quite sophisticated in regards to
unique keys. The tree structure itself is logical rathemthdetwork organization and searching. In addition, the organ
physical, where nodes record locations of data items storédfional constraints necessary to ensure reliable pesiocm
on other nodes, but do not form a physical topology in tH€sults also provide the opportunity to introduce improfes
shape of a tree. Each node is responsible for a subset of {#& sets. Many such systems incorporate one-to-one disgov
data stored in the network, indexed by a specific data kajd message routing, and some also provide direct support fo
prefix. The key space is segmented and reordered accordi@ntenance, fault tolerance, and security.
to a self-organizing algorithm with the objective of aclirey This section introduces the structured overlay protocols,
runtime search load balancing. The path to a key followsea tintended to be instructive and representative of the cdscep
search algorithm, where a jump from node to node procee@@ilable in the current body of research. This discussion
along the bits of the key being searched, moving downwardif¢ludes both pure P2P systems, as well as HP2P systems that
the tree shown in Figure 3. Nodes at each level in the virtude developing more recently, offering many of the same ad-
tree store the location of a node corresponding to data kei@tages, in addition to an improved feature set. The resfilt
that are in different segments of the key space for that levElis analysis are summarized in Table II. This table orgesiiz
Storage per node ©(log D), whereD is the number of data the below P2P strategies based on our taxonomy of large-scal

items in the tree, and expected query lengti®{gog N). multi-agent systems. The HP2P strategies are not incluted i
this table because many of them are in early development, and

Rather than developi inal lution to th thus lacking in formal rigor. Performance evaluations fase
atner than ceveloping a single soution 1o the represesny'stems are included inline, where available.

tation, organization, and search for a heterogeneous éta s
Bao et el. [63] capitalize on the diversity of data sets and3Note: It may not be the case that the dataset itself is seoadigtrandom.
available federated search techniques to build the Hetelestead, the probability of existence of a data item in a ndtythe prc_)bability

. . of a search query from a source reaching the node that steeedesired data
geneous Search (HES) system. The HES teChmque 1S bh'é , and the differing semantics used to store and quergsitmay cause
upon the idea that the data stored in large-scale P2P syst@magches to appear as probabilistic to an outside observer.
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X. FLAT PEER-TO-PEER COMMUNICATIONS SYSTEMS Using the Chord consistent hashing protocol, it can be

) ) ) o roved that no node will store more than(log/N) keys in
This section describes those communications structur®d F¢ steady state system [27].

systems that provide a unique advantage or design techniqughord nodes also store a routing table describing the nodes
over other approaches. Most commonly these differencesjjpy know about in terms of successors of keys they have seen.
overlay strategies are a result of fundamgntal des'gnrd'ﬁel'hefingertable at a nodecontains at most: entries, and the
ences, such as routing geometry, but also include perfarenan, entry contains the identity, of the first node that succeeds
variations, such as expected hop-length for node Iocatigrby at leas2’~!. The nodes is called thei*” finger of node
gueries under certain conditions. Two of the most cited a_u;u,q The finger tables are used to lookup keys in the network by
extended approaches are Chord and Pastry, and we providg,grying nodes known to store keys close to the desired key.
separate discussion of each of these seminal approachesaflnumber of nodes in a steady state system to be examined
their offspring. is, with high probability, constrained b@(logN) [27].
The restriction that these relationships hold under steady

state is a product of the population and stability of the

A. Chord finger and identifier tables at nodes in a network. In a steady

The Chord protocol [27], [64] uses consistent hashing [3§fate network, the nodes have suitable knowledge about thei
to locate nodes in a loosely structured P2P network. Camgistn€ighbors within a given range (a few hops typically) to
hashing in Chord uses a standard hashing technique (s§&fcessfully route messages according to the logaritimee t
as SHA-1 [65]) to create two hash values for a node. ngedg:tlons. However, in a networlf with a high frequency of
node’s identifier is the hash image of the node’s location (ffansient nodes, the message queries may take longewgitho
address, port number, etc). The key identifier is produced Biey are still predicted to succeed. In addition, the stmect
hashing a key that describes the node, such as the subjec®!dhe finger tables can be exploited to provide duplicage-fr
the documents it stores or the node’s task information. ~ broadcast. _ _

The identifiers are ordered in a circle of size modio An extension to the Chord protocol is called Recursive
wherem is the length of the hashed identifiers, in bits. A key Partitioning Search (RPS) [43]. The purpose of this proltoco
is inserted into this ring by finding the first node that matchdS t© extend Chord by improving the performance of lookup
the key, or the node that directly follows it in the idenfitifie délays in duplicate-free broadcasts. That is, a Chord métwo
space. (This process is essentially a hash table with ioilis P€rforms O(N) calculations in finding successor nodes for
detection [8].) This node is called the successorkpfand Proadcast routing. However, RPS improves this processing
denotedsuccessor(k). To insert a key into a ring of nodes,ime t0 O(logh). It operates by partitioning nodes into
the keyk is assigned to the node at positiénmod 2. If OVerlapping regions. Nodes performing search, to include
there is no node at that position, the key is inserted at the fiProadcasts, are permitted to query only nodes within their o
successor node df. regions. In addition, the size of the permissible searcioreg

As an example, consider the Chord ring shown in Figurlé reduced at each hop. When a message is sent to a following
4. This figure shows three nodes in a ring with= 3. This region, a tag is included which specifies a seed that is used
yields a ring of size&2® — 8, with nodes numbered on the sef® deS(_:ribe the aIIowabIg search regions. A simple algorith
[0,2™ - 1] = [0,7]. Nodes are currently present at positions o applied to the tag which guarantees the uniqueness of the
1, 3. An element with key: = 1 is stored at node mod 23 next region to visit. In this way, under the Chord steadyestat
=,1 .However when inserting kely = 2, a node is not found constraints, a duplicate-free broadcast is achieved. Mexve
at p;osition2 n,wd 23 =9 Fork — 9 thé first successor nodethe key space must be uniformly distributed across the nmétwo

of position 2, which is node 3, is assigned as the successoﬂe%rf tr?e alggrithn; o f;nctti)onhcorrectly. h K of nod
this new node at 2. Inserting kdy= 6 again hits a location The RPS and HP2P both organize the network of nodes

with no node, and the first successor node in the ring is iQEO diffgrer)t segment_s. These zones may be _organized based
position 0. on application or Iocallty_. HI_32P netwqus also mcorpol_htg_
idea of a super peer, which is responsible for gateway &ietvi
for each cluster (zone). In this way, RPS implicitly addesss
some of the necessary search and routing considerationd fou
%l _ in a HP2P.

Another extension to Chord is Accordion [23]. Accordion
incorporates a variable routing table size. Based on a tenab
bandwidth limitation parameter, the protocol maintainstiry
information about a set of nodes whose cardinality is insigrs
proportional to the distance from the reference node. Tat i
it will store information about more nodes that are closanth
farther away, with distance determined by the bandwidth tun
ing parameter. This allows system designers and maintginer
or the nodes themselves, to modify the tuning parameter to
Fig. 4. An example Chord ring with three nodes: 0, 1, 3 [27]. store more or less information about the network in each node
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as the system progresses. In addition to varying the amdun&pproach vyields efficient broadcast, however is not saalabl
memory used to store routing tables, this approach alsogdague to bandwidth consumption.

to changing network traffic conditions. Based on bandwidth The Two-Hop scheme builds upon the One-Hop scheme,
utilization, nodes may self-tune themselves to reduce that relies more on zone leaders. For each of theones,
size of routing table, which also reduces the bandwidth usadslice) leader is chosen. Each zone is then partitionexd int
to perform table maintenance. Accordion will also performnits, again evenly partitioned across the sub-key spaceyE
parallel routing lookups [66] to reduce average lookup fimeslice leader submits the information for a unit of its nodes t
while still staying under the bandwidth limitation. another slice leader. That other slice leader then disseesn
the unit’s information to its entire slice. In this way, eaubde

has routing information about a unit from each other slice. |

_(001) *(0—11] N order to send a message, the source node need only locate
%001 T T RN the node with closest key in the remote unit, and forward
o gy | that message. In the worst case, the message will make a
™~ (000)(101) (010)(111)* ) | second hop once in the remote unit. This amount of cross-
4 a4 “—‘r[:KF/] J information may be undesirable for secure applications, an
- ' 4 | / the assumption of randomly distributed keys may be untéalis
~~2=(7100)* - ’110];-_..--*' for the.CyberCraft some networks. However, the au.t.hors did
e T recognize the need to have "super peers” to facilitate the

bandwidth requirements for this scheme, which is one step

Fig. 5. An example de Bruijn graph fer = 2 bits,m = 3, with 23 possible toward a HP2P configuration.
symbols [67]. Each node has exactlyincoming andn outgoing edges.

A variation of Chord, called Koorde [31], uses a de Bruij®- Pastry
graph to represent a DHT. A de Bruijn graph of basealues  Pastry [16] is a self-organized overlay network, intended
andm bits of resolution will have a node identified by eachio support applications. Machines with one of these applica
possible combination of the™ bits. For example, Figure 5 tions also hosts a Pastry node, which is part of the Pastry
shows the de Bruijn graph when= 2 (base 2) andn = 3. network. Pastry provides a large-scale communications API
The graph ha2? total nodes, each with two incoming andfor applications to use. Each node in a Pastry network has a
two outgoing edges. The outbound edges of this graph poitideld. Requests are routed to the node that is numerically
at the two nodes whose identifiers are obtained by performioigsest to the desired key, with(logN) expected hop counts,
two left shifts of the bits identifying the source node: oncahere NV is the number of nodes in the Pastry network. The
shifting in a one, and once shifting in a zero. Koorde exploitiodeld space is distributed randomly, as each new node is
this ordered connectivity to reduce the state of each nodegiven a randomnodeld. As a result, with high probability,
a network. It is possible in such a graph to, given a key Pastry nodes with similanodeld’'s are distributed uniformly
deterministically find the proper route to the destination bthroughout the network. Each node maintains a list of the
following the sequence afforded by the de Bruijn properties nearest nodes, by.odeld. Using this, applications can
Aside from the smaller routing tables, the rest of the protocreplicate information or processing across thdsenodes,
follows Chord. However, this approach requires a highlywhich provides fault tolerance to failures because the sode
ordered and rigorously maintained organization, which hage distributed. Pastry also incorporates a small number of
high maintenance cost. By maintenance alone this approdehg-haul links for each node. These links are built aceugdi
does not scale. In addition, the maximum size of the netword a proximity heuristic which attempts to minimize network
must be pre-determined so the key space can be configureflameter [68]. Message routing in Pastry is very similar to

The One-Hop routing scheme [33] uses the Chord protodbe Chord protocol. Both systems maintain a ring of adjacent
as a foundation to support messages from source to destinatiodes, with logarithmic (base 2) addressing.
to travel only one hop, in a steady state system. Each node ilBBamboo [24] extends Pastry to address three key perfor-
the system maintains location knowledge of each other noghance issues: reactive versus periodic recovery fromréslu
in the system. The routing tables are stored as in Chord. Ttedculation of message timeouts during lookups, and choice
challenge of this approach is network churn: nodes joinirgf nearby over distant neighbors. Each of these attribiges i
and leaving the network require updates. The structurl itsse given tunable features in Bamboo. Reactive recovery refers
resilient as per Chord, however both cases require a breadda the reaction of a node when it determines that one of
to occur. This broadcast uses the assumption that all kefgsneighbors has failed. In this case, the node broadcssts i
are uniformly distributed across the nodes of the networlgpdated routing and neighbor sets to all offits 1 neighbors.
The overlay structure is then divided into a setkokzones. The problem occurs when either (a) all nodes detect theréailu
Since there is a uniform distribution of keys, these zondk wat the same time and forward their full tables to each other
be probabilistically equal in size. The node at the mid-poifan O(k2) event), or (b) the keep alive messages were delayed
of each key zone is forwarded a message about the new doe congestion, and the node didn't fail at all. Case (b) can
past) node, and that message is distributed as in a balanftether congest and even overload the network, thus causing
tree, splitting the distance in each sub-zone at each hdp. Tadditional nodes to appear to have failed. The authorshuall t
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a positive feedback cycle. The alternative to reactivevepo bucket may store multiple pointers to nodes, and all of the
is periodic recovery. This approach is more patient, andsel entries in a given bucket are examined when choosing a
upon periodic updates of differences to a node’s table to baery’s next hop. With a separate bucket for each bit of
sent to its neighbors. Loss or acquisition of a neighbor dbesaddress resolution, the XOR distance between source and
change the operation of this approach, and it is thus lessepralestination nodes is compared bit by bit with the bucket list
to congestion and is more resilient. However, it is also slowindices. Progressing in this linear fashion effectivelguees
to notify the system of the change, which can delay updatestbé number of node segments under consideration by half at
routing tables, thus resulting in a higher message quelyréai each step. Each bucket contains multiple entries, inargasi
rate. the breadth of nodes under consideration for each network
Bamboo supports two types of timeout calculations: TCRegment and increasing search accuracy and fault tolerance
style and virtual coordinates. In the TCP-style timeoutakd- Messages also store additional meta information, andnreer
tion scheme, each nodes maintains an exponentially weightbate nodes along a route peek at that information to maintai
mean and variance of response time for each neighbor. Thisre consistent routing tables.
allows nodes to have a rough idea of expected base timeout¥apestry [17] provides an API similar to Pastry, but stores
for issuing searches to different portions of the networks routing tables differently. A node’s neighbors are stbby
The alternative scheme relies upon virtual coordinatetu®i prefix, and a prefix search is conducted similar to how a trie
coordinate timeouts use machine learning to assign to eaxerates [40]. Like Pastry and Chord, the message is forgiard
node a coordinate in a virtual metric space such that thadsite to the node with the closest identifier after conducting alloc
between two nodes is represented as a line between them indbarch. The underlying assumption that makes it unsuitable
virtual coordinate space. Bamboo uses the virtual cootdindor a HP2P is that nodes are free to connect anywhere in
system found in Chord, called Vivaldi [69]. Vivaldi maintai the network they choose. Doing so permits them to maintain
an exponentially weighted average of past round trip timesuting tables that index prefixes that may be part of distant
between nodes, and uses that to create reasonable timetusters. Although this provides reasonable search coditple
values. the information separation aspect of a HP2P is lost.
Bamboo’s final improvement over Pastry is to incorporate a
smarter table population scheme. In global sampling, a node . .
fills a slot with prefixp in its neighbor table by using the = Other Design Paradigms
search capabilities of the DHT to its advantage. It performsViceroy [37] addresses two specific challenges found in
a search for a random key with prefix and recording the large scale P2P distributed storage and search systems: the
first result. In a steady state system, repeated samplirg wdistribution of data to provide predictable performancers,
result in high quality neighbors. For local tuning [24], aisze  and the maintenance of routing table in a high churn net-
node contacts another node in its routing table at ldyel work. Viceroy’s routing tables operate similarly to the @tho
and asks it for its level neighbors. The idea is that someprotocol, except that the outdegree for any node is constant
of these nodes may have lower latency than some of tlibis constant outdegree is meant to aid in the maintenance of
source node’s existing neighbors, and will have a similaouting tables, which the authors believe is a more common
search key prefix. The results are compared, and the souf@ed higher priority) activity than searches in a high churn
node’s tables are updated if any closer nodes are found. Tregwork. It is built on a butterfly topology, where nodes
neighbors’ inverse neighbors protocol samples those nodmaaintain links to other nodes at varying distance and level,
who have the same neighbors as the source node. For exangaeas to provide expected performance bounds. Forward and
two nodes may reside on the same network segment andblaekward links facilitate routing table maintenance fode®
initially isolated from the rest of the network and unawarthat join or leave the network.
of each other. However, they may have the same neighboMercury [32] is a multi-attribute search DHT. Its routing
in common. Querying that neighbor for its neighbors wilprotocols are derived from Chord. It introduces the ideatof a
help the two near nodes to discover each other. The findbute hubs, which are solely responsible for a singlétatte
technique introduced into Bamboo is similar to Tapestry@lthough one physical hub may support multiple logicalgjub
nearest neighbor algorithm, and roughly combines the pusvi Mercury supports multi-attribute searches by dividing lteg
approaches. It begins with sampling the neighbors of notlesspace into zones organized by primary attribute. Hubs are
levell. Then only thek nearest (lowest latency) nodes are kegtrranged in a ring according to contiguous values of attetu
from that set. The levdl is decremented by one, and anothefhis reduces the difficulty in search to simply finding a hub
sample is performed on the remainikghodes. This processwhich stores the attribute. From there, the hub forwards the
continues untill < 0, with consideration paid at each step tquery to all of its leaf nodes which might match the remaining
possible new neighbors. portions of the multi-attribute search. In this way, Mercis
Incorporating attributes from both Pastry and Chorad hybrid system, closer to a distributed P2P relationalidesta
Kademlia [29], [70] seeks to improve routing efficiency anthan a DHT. This approach could be well suited for running
knowledge sharing. It uses the symmetric properties ofibéw in a HP2P architecture, since the idea of hubs in a P2P system
XOR operations to determine the distance to a target nodinds itself to the thoughts of super peers HP2P architectur
Kademlia stores information about other nodes:ibuckets, Mercury is able to achieveé)(log?N/k) hops for lookups,
where k is the number of bits of address resolution. Eaclvherek is the number of neighbors per node.
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Content Addressable Network (CAN) [26] is a design fowith a fixed bandwidth limitation to prevent flooding. The
peer-to-peer indexing based on the idea of a DHT. Tlesystem has been shown to be resilient in the face of failed
hashtable space is divided amongst fileCAN nodes using nodes in networks of moderate size (100,000 nodes).

a deterministic hashing function, forminy zones based on The Symphony protocol extends the small world principle
a d dimensional Cartesian coordinate system. A query forlkgy recognizing that increasing the number of long distance
key K is hashed, and the locatidh determined by the value links, k£, can lead to improved performance. The authors
of that hash function refers to the zone in whighresides, show that by choosing thé long distance links along a

if it exists. To facilitate nearness between adjacent zanesProbability Distribution Function (pdf) of,,(z) = 1/(zIn N),

the search space, nodes dynamically reconfigure themsehuith = € [%71], and O otherwise, that the average query
to be connected to their zone neighbors. Routing is perfdrmiength of searches scales wi(h(% log?N) hops. This pdf

by moving messages to their destination zones. In termsisfa harmonic function, by which the name Symphony is
a Cartesian coordinate system, a line between source amgpired. Symphony distributes nodes uniformly arounchg ri
destination is formed, and the message travels along that Istructure, and provides subtle optimizations such as lbelad

by moving from zone to zone. Inserting a new node int{piggy-backing control information on pings), fault tcdeice

a CAN network requires splitting an existing zone, but natlgorithms, runtime parameter tuning, and load balancing.
modifying the original size of the space. Increasing the siz

of the space, and maintaining routing tables, is moderately ~ X!- HIERARCHICAL PEER-TO-PEER OVERLAYS
expensive in this configuration. HP2P overlay structures combine flat P2P systems together

Borrowing from the idea of skip lists [40], SkipNet [35]to form a hierarchy of P2P systems. Two-layer HP2P systems
nodes store information about predecessor and successes nprovide a top-level topology for indexing into second layer
in a skip list. Nodes maintain points to neighboring nodes 2P networks. HP2P systems can also be organized into arbi-
the same subject area (i.e., similar hashed key identifiass) trarily many layers to provide further scaling and orgatica
well as pointers that skip over a number of levels of recordsach cluster, or group, in a HP2P network is a separate P2P
Nodes at leveh from a source node ar2® nodes to the left network, and contains one or more super peers. A super peer
or right of the source node. The nodes are organized intdsaa node in a cluster that is given additional responsidjt
hierarchy of rings. The root ring contains pointers to sigs such as decision authority, message routing to other cijste
(with overlap), with each successive level splitting thegri or maintaining replicated copies of distributed data dtrres.
into two roughly equal parts. Search is as efficient as Chofdiper peers are normally chosen by their superior religbili
(O(logN)), as the hierarchical ring structure essentially workg performance characteristics. The super peers from two or
like a search tree. Also, because of the highly organized amgre clusters interconnect to form another P2P network, and
ordered nature of the skip lists, SkipNet also supports eantis process may be repeated many times to form a hierarchy
gueries. SkipNet nodes tend to store significantly moremgut of P2P networks.
information than Chord nodes. As a result, search perfooman Garces-Erice et al. [73] demonstrate that even adding a
is comparable, but maintenance actions are also more cosiljgle P2P layer to an existing P2P architecture can improve
in SkipNet. the lookup path of searches by a factor of 186§/ log I,

The Distributed K-ary System (DKS) [28], [71], [72] buildswhereN is the total number of peers in the system dridl the
structured peer-to-peer overlays using k-ary trees. Thatid number of clusters. Their system consists of two layersop-"t
fier space is recursively partitioned into intervals, andigled level Chord” ring of super peers in a modified Chord overlay,
as successive levels of a tree. This tree is then used toatavigind a second layer of multiple heterogeneous structured P2P
the identifier space when searching for identifiers. Sohstiooverlays. The authors specifically cite four advantagesisf t
exist to provide replication free broadcast and multicastg approach:
updates are handled with a combination of change on use and Provides transparency: data may move around and nodes
correct on change semantics. This system is elegant andesimp may join or leave the network in each cluster, but the
in its representation, however it does not scale due to highe overall system is unaffected because each cluster is in-
level nodes holding more knowledge of the identifier space, dependently managed. This leads to improved reliability
with level zero maintaining a copy of the entire identifier = and search consistency.
space. Additionally, the system must be initialized with a « Significantly improves the average path length due to the
maximum node value, and we have found no discussion of hierarchical organization.
rebuilding the network with larger maximum values at rugim « Consumes less bandwidth than traditional P2P structured

Kelips [30] segments the network int®(v/N) affinity overlays under stable conditions. This occurs in HP2P
groups. Nodes in each group maintain a small constant number networks whose clusters are formed based on network
of links to other nodes in the same and foreign affinity groups  locality (such as TSO [74] and Brocade [75]). In these sit-
The number of affinity groups(V) helps to ensure that each uations, clusters spend more time performing intra-ctuste
group maintains at least one link to each other group. Groups communications, leading to fewer long haul messages.
are divided by a uniform partitioning of the key space (using « Better supports heterogeneity. Each cluster in a HP2P
consistent hashing), and with(/N') memory space per node, network is a separate and fully functioning P2P overlay,
O(1) lookups are achievable in a steady state system. Nodes such as Chord or Pastry: only super peers need speak the
use epidemic/gossip protocols to perform maintenancerti same language.
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The Canon project [76] extends this work by providingnto HP2P overlays has yet to establish its own uniqueness,
methodology for merging structured P2P overlays (Chordherein approaches are tailored to the specific advantdges o
Symphony, CAN, and Kademlia) into hierarchical structureslP2P architectures.

The methods employed also support deterministic bounds on
the degree for nodes in Crescendo, Canon’s adaptation of XII. DESIGN TRADEOFFS
Chord, on the order o®(logN). When examining Table Il, perhaps the most obvious distinc-

Zols et al. continue the trend of migration from existingion is the tradeoff between route hop length and node memory
structured P2P systems (Chord in this case) to hierarchicghge. In general, increasing the amount of node memory
systems by analyzing the cost metrics for systems with dichitincreases performance because nodes have more knowledge
bandwidth [77], [78], such as mobile devices, and consingct about the global state, and can make better decisions for
hierarchical networks to conform to dynamic constrainteif routing queries. Unfortunately, these systems tend to have
system, Chordella, dynamically adjusts the number of sudesser scalability as large systems will use more memory,
peers based on available resources so as to create a aghiech may be a limiting design factor. In addition, main-
optimal value. Chordella also improves upon Freenet'sicach taining each node’s memory state requires higher bandwidth
algorithm by dynamically choosing which nodes along a patitonsumption as the amount of global state stored per node is
at which to store cached copies of content. increased. Systems such as Accordion offer a nice compeomis

Fiat and Saia [25] have built a HP2P structured overldyy permitting the designer and maintainer to specify ruatim
based on a butterfly network [33], shown in Figure 6. Thdymits for memory and bandwidth, and allowing the network
apply the butterfly topology to build a censorship resisR2P to tune itself based on bandwidth utilization.
overlay structure. They refer to the nodes at each level@bov The overlay routing geometry does not appear to directly
the leaf node level as super peers. Data items are stored atdffect the scalability of the system. The performance of
leaf nodes, and the geometry of the system yiglflog/N) systems with similar routing geometries varies based on an
provable search times. The butterfly loses some reconfiguozerlay's goals and implementation. For example, DKS and
bility and fault tolerance, compared to other P2P approach¢€ademlia both use trees for routing, but in different masner
presented here, because the interconnectivity betweessraid and their resulting performance differs as a result.
higher levels reduces logarithmically to a small numbepjtw  However, the strictness of the overlay rules does seem
Therefore, loss of a node at the top level reduces 50% of ttee affect the scalability. Systems such as Koorde impose a
routing redundancy for that segment of the network. The putigid set of rules for the locations of nodes and suffer a
butterfly network approach requiré¥log>/N) messages for a penalty for maintenance actions and reorganizing in highirch
query, but the multi-butterfly aproach [79] can reduce this ©r expanding systems. Armed with knowledge of previous
O(logN). systems, approaches such as Viceroy harness the strengths
of several approaches to create a more resilient and better
performing system than their predecessors. In additiomemo
loosely structured solutions exploit their polymorphicura
to adapt to changing network conditions, but at the expense
of higher maintenance costs.

Although scalability is qualitatively defined, there aprsea
to be a relationship between query path length and scaiabili
Systems that offer much lower query path length, such as
Kelips and One-Hop, also suffer in scalability. This is tied
to the means necessary to acquire a significant advantage in
Fig- 6. AhnIg\i‘gn?s"éozl;%?gdnaet\sﬂilor'ér[zg]é:lgf; féﬁ“%ﬁv‘ffg query path length: increased memory usage and associated
random sampling of nodes at each super peer level o progdandancy maintenance bandwidth. While these systems are designed fo
and fault tolerance. performance in smaller systems, large-scale systemsuifiérs

an indirect negative impact at the expense of route length.

For DMAS and C2 applications, HP2P systems provide thidthough the route length is not the cause of the lack of
important opportunity for separation of function. This is &calability, there exists a correlation between the two.
critical property in C2 systems, where security of missions In communications structured P2P overlay networks, all
must be strictly maintained and monitored. A separation abdes are identified through some unigque identifier. Some of
function supports this scenario by imposing quantifiabld amhe approaches discussed here use a distributed algomthm t
observable boundaries for mission oriented systems, whéasure uniqueness of the node identifiers, while othersorely
at the same time permitting the necessary communicatiche uniqueness of a node’s properties combined with a hgshin
channels for non-mission related data transfer (managemeihgorithm to generate the identifier. Whichever method s
coalition formation, etc). It also provides practical regsions  and so long as the addresses are generated dynamically, does
on the size of the coalition formation problem for largelecanot appear to directly affect the performance attributes of
P2P systems. the system. In addition, several systems offer the advantag

Current HP2P overlays combine existing technologies to emf allowing hashing mechanisms to be substituted, which
able distributed communications. However, the body of woiikcreases their flexibility.
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The (network) physical distances between nodes must teplication of keys in such systems must be restricted to
considered before choosing an approach. Many of the agrtain areas of the network, which will require furtherigas
proaches described here rely upon a number of local neighlefiort for the current class of communications structur@e® P
links and long haul links to establish smaller network diameystems. Likewise, malicious nodes may advertise faulyyg ke
ters for improved search efficiency. While this works welkin which can then be difficult to revoke given the widespread
local system with high bandwidth links, reliability can farf replication of those keys across the network.
when connecting large groups of peers across long distance$he challenges of task allocation and coordination with
[36]. This happens when many long haul links attempt feartial visibility is still an active area of research forda-scale
span the network by using lower bandwidth links. This selBMASs and P2P systems [83], [84], and will be our immediate
organization property is addressed in more detail in maifycus. The difficulty of such a problem is compounded by
HP2P systems [80], [81], but less so in flat P2P systems. constrained visibility of nodes in the network, greatly q@imn

HP2P overlays provide additional opportunities for hetere@ating allocation of resources and coordination of nodeken
geneity and autonomy by allowing subordinate organizatiosystem. The formal model of this problemA§P-hard [3], [8],
to independently manage and organize their networks aecoathid current solutions do not scale to the size of existing P2P
ing to their own missions [73]. This is especially importanstructured overlay networks [83], [85]—[87]. Beyond simpl
for enterprise systems that consist of many separate ungBaring of data between nodes, new methods for distributing
missions, and available computing architectures — ondiealu tasks must be developed to maintain the momentum of the
will not suffice for all scenarios. Network churn (and assocusefulness of large-scale P2P systems.
ated maintenance) is localized to clusters, and in geneed d Tangent to the task allocation problem are the resource
not affect the large-scale system functionality. distribution and task scheduling problems. Much thougtst ha
been put into these challenges, but few currently examiee th
scale reached by large P2P systems. These problems, like
the task allocation problem, are made more difficult through

While many DMAS applications are currently developegartial visibility in the system, including participants avell
using flat P2P systems, we believe that certain applicatiofs tasks and resources. These problems are often framed as
may require a more segmented approach. For example, mifistributed constraint optimization problems whose sohst
tary systems require additional security, which is an ah@a t can, in many cases, be directly mutated to use P2P overlays.
many of the current overlay structures have yet to address. Q4owever, specific attention must be given to account for the
possibility to facilitating this objective is to adapt exi® ap- scaling of modern peer based networks.
proaches to HP2P structures. This topology explicitly ifes  Hp2p overlays may be able to facilitate a leap forward
an environment which is more suited to security constraints realizing large-scale task allocation algorithms. Witte
than EXiSting P2P teChnOIOgieS through clustered isalafibe clustered Separation of groups by |Ocation, interest’ |ahgyc
clustering of peer groups can be organized in many ways, dpother criteria, HP2P systems provide an explicit and @dle
include security access levels or restrictions, which psrmframework of participants in large-scale teams. While thiis
more flexibility in system design. not break the theoretical bounds of the coalition formation

C2 systems require a stable and reliable communicatiogisd task allocation problems, it may provide a framework for
infrastructure on top of which to build sophisticated angenerating useful large-scale solutions that are tragtabl
resource intensive mission-critical systems. Purely asra-c Viceroy has capitalized on the intersection of multiple
munications mechanism, structured P2P systems provide thiuting geometries, Chordella has combined multiple msta
necessary functionality. However, elements such as sgcugf Chord to form a HP2P system, and others are following
have been neglected. We believe that a comprehensive @@, what other properties can be gained, and feature sets
effective SeCUrity solution must be deSigned into the cdre pnproved, by Combining technok)gies? Innovative ideas and
a P2P communications technology before it will be widelggaptations of previous work contribute to the body of struc
accepted into enterprise use. tured overlay research, with considerable success in ipgo

The issue of security in a large-scale system of peersrisntime performance and providing additional design ch®ic
complicated by key storage and knowledge, rooted in ther system designers and application developers. We leeliev
difficulty in establishing a foundation of trust [82]. Trusthat this trend will continue with HP2P systems, allowing
chaining in a system of peers suffers from the idea that ag¥velopers to design and field flexible large-scale C2 appli-
node could be weaker, in terms of trust, than other nodes, aiifions.
therefore the entire chain of communication after that rcatke
a lower trust level. That is, a trust chain is only as strong as
its weakest link. This problem exists in epidemic proporsio
in a large-scale system which relies on communications withThe early generations of P2P networks satisfy the require-
long hop lengths and few authoritative sources. ment to share data without formal administrators or manage-

Many P2P systems propagate key identifiers whenever pasent of a complex set of hardware and software systems.
sible to improve search efficiency. While this is a desiratdé Rather, they provide a usable and novel technique for stparin
from a purely performance standpoint, it creates diffieglti data with affordable and available systems. However, with
in systems which rely on compartmentalized security. Thecreased popularity came problems with scalability. ¥arl

XIIl. FUTURE WORK

XIV. CONCLUDING REMARKS
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broadcast-based approaches persist today in the form of qug] Y. U. Cao, A. S. Fukunaga, and A. B. Kahng, “Cooperativebite

cessful systems like Freenet, while less robust approasioés robotics: Antecedents and directionditonomous Robatsol. 4, no. 1,
Kaz d Gnutella h ’ di larity. Despite this, PP-/-23. March 1997.
as KaZaa an nutella have waned In popularity. bespite [ﬂiﬁ] G. Dudek, M. Jenkin. E. Milios, and D. Wilkes, “A taxongrior multi-

trend, they may still be useful to individuals or groups segk agent robotics,” 1996.

small-scale and easy to use systems with little maintenan&g K. Lua, J. Crowcroft, M. Pias, R. Sharma, and S. Lim, "y and
comparison of peer-to-peer overlay network schem@sfhmunications

overhead. ) ) Surveys & Tutorials, IEEEpp. 72-93, 2005.
Subsequent generations of P2P systems have grown in sgi@l A. 1. T. Rowstron and P. Druschel, “Pastry: Scalablecafgralized
ability as well as functionality. With improved feature sétas object location, and routing for large-scale peer-to-pegstems,” in

. . Middleware '01: Proceedings of the IFIP/ACM Internatior@bnference
come increased maintenance, both by the user and the agentsyn pistributed Systems Platforms Heidelberd.ondon, UK: Springer-

of the system. However, reduced bandwidth consumption and Verlag, 2001, pp. 329-350.

increased convenience and reliability have stimulatedpédra [17] B. Zhao, L. Huang, J. Stribling, S. Rhea, A. Joseph, arLibiatowicz,
. . . “Tapestry: A resilient global-scale overlay for servicepliyyment,”
growth in the use of these systems. This trend continuegtoda ,q03.
and we envision it to continue, and even strengthen, in comif8] K. Gummadi, R. Gummadi, S. Gribble, S. Ratnasamy, S.nkére
years. and |. Stoica, “The impact of dht routing geometry on resitie and
. . . proximity,” in SIGCOMM '03: Proceedings of the 2003 conference on

The current generation of P2P systems is built upon an appiications, technologies, architectures, and protecésr computer
infrastructure of reliable and scalable communications-sy  communications New York, NY, USA: ACM, 2003, pp. 381-394.
tems. This frees the designer to continue the creative cy?% “Gnutella,” Internet. [Online]. Available: http:/ftella.wego.com

. . . B. Cohen, “Bittorrent protocol specification v1.0,” VWY June.
and natural evolution of P2P based systems into archi®&tup1] . £. Bustamante and Y. Qiao, “Designing less-striedup2p systems

for heterogeneous application development and deployinent  for the expected high churnNetworking, IEEE/ACM Transactions pn

the hobbyist and low-security environments. However, we bEZ] ‘ISO"Llfdu?r?é\f' Rp'fj;;?% 3;2‘? zfn%& S. Ganesh, “Graphric

lieve that comprehensive security solutions must be deeelo analysis of structured peer-to-peer systems: routingamiists and fault
before the enterprise world will begin to seriously conside resilience,” inSIGCOMM '03: Proceedings of the 2003 conference on
and adopt P2P systems for their business pIatforms Applications, technologies, architectures, and protscdr computer

. . communications New York, NY, USA: ACM, 2003, pp. 395-406.
The framework in which to both command and contrgbs) J. Li, J. Stribling, R. Morris, and M. F. Kaashoek, “Bavidth-efficient
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