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ABSTRACT

Steganalysis has many challenges; which includeaticerate and efficient detection of hidden conteittin digital
images. This paper focuses on the development réfva multi pixel comparison method used for the ciite of
steganographic content within digital images traitteish over mobile channels. The sensitivity of détey hidden
information within a digital image can be increagedlecreased to determine if slight changes haea Imade to the
digital image for the target of blind steganalydike key thought of the presented method is tceme the sensitivity
of features when alterations are made within th@laines of a digital image. The differences betwiée new method
and existing pixel comparison methods are; multiplesks of different sizes are used to increasesénesitivity and
weighted features are used to improve the claasific of the feature sets. Weights are also us#utive various pixel
comparisons to ensure proper sensitivity when diegesmall changes. The article also investigabesreliability of
detection and estimation length of hidden data iwithireless digital images with potential for méliy applications
emphasizing on defense and security.
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1. INTRODUCTION

Several steganography methods exist for varioundaf embedding secure data within digital imagtsgo images)
which are shared between a sender and a receiagty ®mbedding tools are available over the inteardteeware [1].
This makes the situation of detecting (stegandlyhis malicious information for law enforcementrextely difficult.
As technology progresses new practical forms of momication are developed, each providing maliciossrs the
opportunity to further exploit the transmissiondifjital data. In [2], Agaian, et al. show new teicues in sending
secure communication over mobile devices usingalighages.

The ability to apply steganography within mobilevides greatly increases the effectiveness of thitiqular type of

covert communication. In addition, the new applmathas helped validate the art and aides in tkebkshment of

steganography as a practical approach for trariemigensitive material. The implementation of metsteganography
has demonstrated that the development and impleti@mtof custom applications can be accomplishettiout the

consent or knowledge of the manufacturer and semiovider. While this has a significant impacttba transmission
of classified data the same methods can be usedpposing reasons. With this said, this paper fesusn the
development of a new multi pixel comparison steggaphy detection method used for digital imagessnstted over
mobile channels. The presented technique usespteuttiasks to generate features and weights thelpe teensitive
enough to discriminate between clean and stegoeémag

The following section discusses related work ingategraphy and steganalysis. In Section 3, the Inf@ature
selection methods used to determine if steganograjumtent has been embedded within the lower laihgs of the
image are described. Section 4 describes the fitadikin methods used to determine if the inputdesmare stego
images. In Section 5 we show experimental resuitsfimdings for two subsection 1) images developét the Nokia



mobile device and 2) commonly found digital imagken with digital cameras. The conclusion is disedsn the final
section of the paper.

2. RELATED WORK

Johnson, et al. have given an investigation inégatography and introduced some characteristicteghinographic
software that identify signs of information hidifitj. During that time detection techniques appliedsteganography
had not been devised beyond visual analysis. Whitewas one of the first insights into steganpbsa technology
has allowed the growth and further developmenhisf¥ersatile science. Agaian, et al. have showaitthbe true, in [2]
they introduce a new application for steganograpigbile devices. While the ability to apply steggraphy to mobile
devices has greatly increases the effectivenessowért communication and has established stegapbgras a
practical approach for transmitting sensitive matgthis poses a problem when used for unethiagbgses.

Many methods are used in conventional detectiocogéred images stored on PCs, networks, or tratesimiiver the
Internet. Similar techniques can be created torgwte if hidden information is embedded within mebimages.
However, there are limitations and constraints lihgt the use of previously developed techniques.

Statistical pixel comparison methods such as Medifixel Comparison by Agaian, et al. [3], Sam@e& Rnalysis by
Dumitrescu, et al. [4], LSB Steganography by Fdldriet al. [5] and Westfeld and Pfitzmann [6], astorm of pixel

comparison, statistical measure and a comparisaitering the LSB of the input image to determihstéganographic
content exists within the images. The methods liffieulty detecting hideen information within mdbiimages when
modifications are made to the image. The problernse avhen trying to make a comparison by alterimg tSB since
the LSB of a mobile image is predicted by the systgon receiving the image, i.e. the LSB is notduise mobile

image transmission and display.

Targeted methods also are unable to detect steggptig content within mobile images due to the reato which the
detection methods are developed. In [7] and [8s¢hmethods were developed for detection of hidiemmation
embedded with F5 algorithm. In [9] Fridrich, et @tveloped a detection method which focuses onu@sgy Problems
with just translating these methods to the mobilage domain are that the embedding methods muig\®oped for
mobile applications with memory constraints beingsidered. The same considerations would have taksn into
account for the development of the detection method

Feature based methods developed by Fridrich [10]Farid 11] have been used to detect hidden infbomavithin
JPEG images. While these methods have shown reblarkesults they depend on a large data base afeisni train
for classification. This poses a serious problenemvtieveloping a detection method for mobile imatyesto fact that
the characteristics of the images produced by Bpeaobile cameras differ widely.

In [12] and [13] McBride and Peterson developedug tlind method for detecting steganography. Lyd &arid
developed a one-class detection method that canb&sconsidered a blind classifier [14]. While #hesethods use
databases of images for training they are greatiplffied by eliminating the need for training withhego images which
makes for a blind classifier of common and futueveloped stego programs. These methods can bedeosdifor
mobile image detection with modifications madehte training of clean images for the specific mopikgform.

In [15, 16, and 17], a description of the Suppoect¥r Machine and it's uses for pattern recognifos investigated.
Farid, et al. [14] used a one- class Support Vedachine for a blind classifier of clean images[1B], Lyu and Farid
extract low-dimensional statistical feature vectioosn statistical properties of audio signals fepresentation and use
by a non-linear support vector machine for clasatfon. The properties of the feature selectionartak SVM ideal for
classification of steganographic content.

This section discussed related work in detectiorthous and the use of the SVM for classification. il/lihe
mentioned methods have served platforms and benkbnfiar steganalysis new technology has made thethods
inefficient for mobile communication. In the nextcsions the proposed method demonstrates a newanstggis
technique designed specifically for use in molibage communications.



3. FEATURE SELECTION

This section presents a new multi pixel compari&orsteganalysis used in mobile communicationsfififties arise
when the last two least significant bit-planes afhite images are predicted by the mobile platfolthe presented
method alleviates the need to consider the prediisiteplanes by considering the overall amplitufi¢he image pixels.
Below the general algorithm is shown for the présgmethod.

General Algorithm for Multi Pixel Comparison
Input: Input an image to be analyzed for stego infornmatio
Sep 1: Identify the pixel set to be analyzed.
Sep2:  Map the pixels into a vector representation.
Sep 3: Determine the central pixel, creating pixel varicess
Sep 4: Calculate the statistical average for the pixel set
Sep 5: Give the pixels a weight class and calculate thtistical average adjacent pixel sets
Sep 6: Determine if stego exists with the decision makingcess
Output:  An image showing the stego locations from theeirgsd image along with an estimated amount of
steganographic content per color channel.

If I'is an input image of sizd x N , the rows and columns denoting the number of adipixels surrounding a center
pixel at the pixel location j. The masks used can be of various sizes for thauof compared pixels. As an example
a simple mask consist of the following set of anatypixels:

)g,j )g,j+1
)ﬂ+1,j )§+1,j+1
)§+2,j )§+2,j+1
These pixels can be represented as:
)g,j )g,jd—l
)g+1,j Xi+1,j+1 :>|:X|] )§+1,j )g+2j )gj+l )§+1;+1 )§+2,+;|:>[X1X2X3X4X5X]6:X'
)g+2,j )§+2,j+1

By mapping th&x 2 block into a one dimensiondk 6 vector provides a means to easily measure statisthanges
before and after embedding. This allows the strectfi a set of masks to be applied to the pixel®s[Xs X4 X5 Xg]. TWO

classes of masks may be used whichMyre [m, m, mg m, ms mg] andM, = [my my mg m, My mg] wherem, O (-A,0,A), A
=2",n=0, 2, 3. Note, that by rearranging the valueldl pfhe second mad¥, is generated.

The two classes of masks generate three sets of sub maskshéeitctane added to the pixel region being analyzed.
The three sub masks are generated with the use &f ladues. The series of weights are assigned according to the
distance from the current central pixel at the current locatjdior both of the arranged pixel vectors, as follows;

W=lw w, w, w, wy

We apply the weights to our modulus operation betweenideéspand corresponding mask values. The weight vector
only consists of five values since 5 calculations are made betwarent pixels. The weighted statistical average of
adjacent pixel pairs within a comparative mask and block is dediséollows:



where, is the modulus operation of adding to the pixel valuenef loit plane onlyk represents the mask usdtlis
the number of pixels in the mashk, represents the number of features=(7 in our case) anid j subscripts represent
the pixel location throughout the image.

The first six features extracted represent statisiver any modifications made to selected siplaimes and the seventh
feature is calculated with no modifications madethie bit planes. These features are then usedstriminating
between clean images and those containing hiddesages.

4. CLASSIFICATION

To improve classification of clean and stego imagesr using just the raw features, one must comtiieefeatures
using a classification. A popular and powerful tgicle is to use a Support Vector Machine (SVM).sTéection
describes the SVM and the kernel used for clasdifin.

The support vector machine (SVM) is a classificqatadgorithm that provides state-of-the-art perfonoein a wide
variety of application domains, including handwrii recognition, object recognition, speaker idédifon, face
detection, text categorization, time-series préalictgene expression profile analysis, and DNA pratein analysis.
SVM is a nonlinear generalization of the GeneraliP@rtrait algorithm developed in Russia in theissc< As such, it is
firmly grounded in the framework of statistical teag theory, or VC theory, which has been develbpeer the last
three decades by Vapnik, Chervonenkis [16] [17] atieers. The goal of SVM is to produce a model Whpcedicts
target value of data instances in the testing $étware given only the attributes. Given a tragnaet of instance-label

pairs(x,yi), i = 1,...] where the support vector machines (SVM) [18] remuhe solution of the following
optimization problem:
1 4 '
TR e
subjectto vy, (a)qu()g )+b)2 k¥
where & 20.

Here training vectors; are mapped into a higher (maybe infinite) dimemaicspace by the functiom The SVM
algorithm then finds a linear/nonlinear separatiggerplane with the maximal margin in this highanensional space.
The margin is can be defined as the maximal distéetween classe8.> 0 is the penalty parameter of the error term.
Furthermore K(x, x) = q(xi)T(;(xj) is called the kernel function. There are sev&mhels used in practice and new
kernels are continuously proposed by researchersol research the following kernel is used:

Radial Basis Function (RBFK ()g,xj ):ew(w')H ),y>0

The next section, demonstrates mobile image stggapby classification using a two-class SVM givesea of clean
and stego image features and a one-class SVM withalean image features. The two-class suppartovenachine
classification technique used for detection of glgaages,and separate them from images with emudedétrmation

using the radial basis function kernel. The infleatures calculated using the method in Sectiore 3ree attributes and



values used in the SVM'’s training algorithm, whéne properties of these input data are matched tivé¢ghfeatures.
After training, the SVM is used to predict featurectors from new image instances as either cleacontaining
embedded information. A one-class SVM detectiotho, also considered as a blind classifier, i alsed with a
database of clean images for training. This gyesthplifies the classification method eliminatitige need for training
with stego images which makes the classifier alitinel steganalysis method of stego programs.

5. EXPERIMENTAL REULTSAND FINDINGS

In this section the comparisons of detection withiraage data set of 100 color JPEG images takdnavitokia 6620
camera phone are presented. While no other knolvpbeine detection methods exist, comparisons betvike
presented method and other detection methods soepadsented using an image data set generatedNikibih D100
and Canon EOS Digital Rebel cameras.

5.1 Detection of Nokia Stego | mages

The image set taken with the Nokia 6620 camera @heare mid-quality 640x480 Symbian JPEG images.tésting
purposes the image data set consisted of 100 oteages, 100 images with 3% stego modification &0@ itnages with
8% stego modification.The image data is embedded using a simple DCT icigeft method with an embedding rate percentage
based on the image sizéhe embedding technique is a modification of alfponi discussed in [2].

Nt b
Figure 1: Sample set of images from the set usetect Nokia clean images from Nokia stego images.

Two-class analysis was performed using 5-fold cr@dislation using both clean and stego sample nmegts, where the
training set consists of clean images and steggeésa Testing was conducted with a set of imagesists of 20%
clean image dataset and 20% stego image set. Tasie®ws the results from these experiments uskgaBd 8%
embedding rates. The percentage of true positi? i the average of detection accuracy for ciewges when clean
images are analyzed. The true negative (TN) repteshe average of detection accuracy for detpatiago image
when in fact a stego image is present.

Table 1 shows the accuracy of detection for thedafa not as good as that of the 8% but this is@gpebecause the
modifications to an image with 8% embedded datseauweaker correlation between the stego imagerésaand the
clean image features. The opposite holds for theetation between the features for clean imagaifea and features
for 3% stego images. What is interesting is thard is no statistical difference between the emiipgdprocedure
which means that the features and classificatiothogeare robust to variations in embedding amounts.



Table 1: Detection Accuracy of Nokia Clean and Stkgages [2]

Stego (3% Embedded Data) Stego (8% Embedded Data)

TP = 94.7% 3.68% TN =91.88.21% TP =9453.37% TN = 96.8 2.23%

The blind classification analysis was performecg$-fold cross validation in a blind manner, where training set consists only
of clean images and the testing set consists of @0#te clean image dataset, and 20% of the stegge sets.Table 2 shows the
accuracy of detection for the 3% stego image daththe 8% stego images. As previously mentionadsdication
accuracy of the 8% embedded data is higher thaB%hanage data due to the correlation between stegge features
and the clean image features.

Table 2:Blind Detection Accuracy of Nokia Clean and Stegages [2]

Stego (3% Embedded Data) Stego (8% Embedded Data)

TP = 87.8& 4.34% TN =92.4 7.01% TP =956 4.02% TN =94.6% 7.67%

5.2 Detection of Commonly Used Stego | mages

The embedding algorithm used in the Nokia 6620 carmphone uses different techniques than methofinand [8]
since the camera phone predicts some of the hieplalo make comparisons with existing steganalgsibniques
would cause a bias towards the presented methatiegaresented method will be used to detect stegges that RS
Steganalysis [5] and “Steganalysis using color \vstatistics and one-class support vector mashifie4] are
capable of detecting.

When using the same detection method for LSB enibhgdbe detection method is compared with RS Stalgais [5].

Table 3 show the accuracy of detection for Multiigted Masks Detection vs RS Steganalysis whemGfllimages
have been tested with 0%, 1%, 2%, 3%, 4%, 5%, 1%, 20% and 25% of steganographic content usimgaom

embedding method. The error of classification isvah in Figure 2, where the presented method maistaccuracy
within 2% up to an embedding percentage of 5% aockases in error by 5% at 25% embedded informatiule RS

Steganalysis reaches 7% error in classificatiom witly 5% embedded information and continues a mateldinear
increase in error for larger percentages of hiddermation.

Classification Accuracy of Detection

N oW
o o
o o
S o
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Figure 2: Error of actual detection percentage



Table 3: Detection Percentage Averages for Col@gkes

Multi Pixel Average | 1.10 | 2.07| 3.28 4.5% 5.80 7.00 1318 19/07 24.75 2030.

RS Steog Averages | 2.61 | 4.31| 6.32 8.2 10.1p 12.15 22.p9 31{84 41.68.43%5
Per cent Stego 0 1 2 3 4 5 10 15 20 25

Table 4 shows the results from a 2 class SVM diassiising feature extraction developed by Lyu dadid [14].
These results are based on feature extraction Kattab code provided by Farid and the combinatibthe SVM with
the RBF kernel. The table shows the average €ilztidon accuracy of detection for “Steganalysisgscolor wavelet
statistics and one-class support vector machin&@eg number of images used are; 100 clean imagtedtagainst 100
stego images with varying in modifications causgaimbedding method of 1%, 2%, 3%, 4%, 5% and 1Q&6aions
to the images. The testing was conducted usinddbefoss validation, 80% clean images and 20% sitegges. The
feature reduction shown was done with a technigueldped by Bauer, et al. [20].

Table 4: Detection Averages for Wavelet Based Featu
Classification Accuracy using 2 Class SVM (Radial Basis Kernel)

Detection Percentage 90.0% | 89.2%| 90.3% 89.6% 90.3% 89.§% 85.J% 74/4%

Number of Features 72 60 48 36 24 12 6 3
Multi Pixel Features 7 Features 94.6% Classification Accuracy
CONCLUSION

In this article feature extraction for both cleamages sets and dirty (stego) images was presefitdes been shown
that the presented features are able to deterfiimages from mobile picture phones contain stegeaqghic content or
if normal bit-plane images contain steganograpbitent.

In the experimental results two cases are shown:
1) Analysis was performed on mid-quality 640x480 SyambiPEG images with the test set of n clean images
n stego images out of the set of 100 images e&hbb.results of the 5-fold cross validation using tvo-class
classifier shown in Table 1 yield results of 94.7&8 3.6%) TP and 91% (std 1.6%) TN when clean3nd
stego images are compared and 94.5% (std 2.7%)n@PG% (std 4.47%) TN when clean and 8% stego
images are compared.

The blind classification using a one-class classghown in Table 1 yield results of 87.8% (std4%63 TP and
92.4% (std 7.01%) TN when clean and 3% stego imagesompared and 95.6% (std 4.02%) TP and 94.6%
(std 7.67%) TN when clean and 8% stego imagesamnpared

2) Analysis when compared to RS Steganalysis [5]; piesented method determines the amount of
steganographic content with an accuracy within 2&nmined up to 10% randomly embedded information
and within 5% accuracy when embedding between 15342&% hidden information, RS Steganalysis reaches
7% error in classification with only 5% embeddeébimation and continues a moderate linear incréase
error for larger percentages of hidden information

Analysis when compared to “Steganalysis using rcal@velet statistics and one-class support vector
machines” [14]; a two class classification was perfed to determine the accuracy in detection dd%®4using
only 7 features and the duplicated method developdd4] has a classification accuracy of 90% usiiay
features.

The presented feature extraction is also extengdether lossy compression embedding technique®imparing DCT
coefficients.
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